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Abstract

Urban clusters are geographic concentrations afrugtaces, some of which may in-

clude major cities. Unlike agglomerations, whoseggaphic boundaries are clearly de-
lineated, urban clusters have 'variable' boundasigls each urban settlement being part
of its 'own’ cluster of populated places, locaté@tivwits commuting range. As our study

indicates, the effect of clustering on urban groisthot uniform: It appears to be posi-

tive in low density clusters, and negative in dgnpepulated ones. In particular, outside
densely populated areas, towns surrounded by loitedities tend to evince higher rates

of population growth than their 'lone' counterparts

Key words. Urban clustering, population growth, location
JEL codes: 018; R11

1. INTRODUCTION

In contemporary urban literature, several termsiaeel, often interchangeably, in refer-
ring to urban concentrations: agglomerations, doatimns, metropolitan areas, urban
clusters, etc. (Lowry, 1990). '‘Agglomeration’ ippagently the most commonly used
term, although not the most inclusive. Agglomenagiare formed around major cities,
which function as their cores (Storper and Venal@@84). The term 'metropolitan area’
basically refers to the same phenomenon as 'aggidion®, but is 'geo-functional;’ it im-
plies both dependence on the metropoldare and proximity to it (Fujita et al., 2001).
Metropolitan areas usually combine one or sevemgbnrcities and their hinterlands
(Fig. 1A), all of which depend on the core - forg@ayment, physical infrastructures,
commerce, and sometimes governance (Fujita &fl1; Pastor et al., 2000A ‘con-
urbation' includes several large cities, surrourebwns and villages, which, through
population growth and expansion, merge into a cootiis built area; being polycentric
(Fig. 1B), a conurbation lacks a specific corejkenmetropolitan areas (Parr, 2004a,b).
<<< Figure 1 about here >>>

A general term for urban concentrations, whethey thclude major cities or not,
is 'urban clusters' (Portnov and Erell, 2001)thia study, arurban cluster' (UC) is de-
fined as a group of urban settlements located witdmmuting range of each other,
which include major cities or, alternatively, isfioed by localities of similar sizin es-



sence, agglomerations and conurbations are spéaifits of UCs, found in densely
populated core areas, where urban settlement isrenahd major cities are dominant.

An important distinction between agglomerations ain clusters pertains to the
delineation of their borders. Although an aggloatien may spread a long way from its
core, sometimes as much as 50-100 or even 150 kae(R008), the 'rip' between its
geographic domain and areas beyond it is usuaip:ca town may either be inside or
outside an agglomeration (Cheshire and Hay, 1988skon and Olsson, 2006). In con-
trast,every town or city may be said to belong to someTH@é cluster may be restricted
to the town itself, if the area is sparsely popedednd there are no other localities within
commuting range, or it may include additional pEaklocal urban settlement is more
mature. UCs thus have 'moving’ boundaries, exeryurban settlement being part of its
‘own’ cluster of places located within its commgtieach (see Fig. 1D).

Clustering and agglomeration have been objectaddepth analysis in classical
studies of urban and industrial location (Webef% Thristaller, 1933; Losch, 1938;
Isard, 1956; Beckmann, 1968). In recent yedussters of industriebave attracted ex-
tensive research (Rogerson, 1998; Shilton and Ci&§9; Wallcott, 1999; Boddy,
2000; Gordon and McCann, 2000). Yet studiasrb&n clusteringemain rare. The few
which have been carried out, mainly refer to figpects of the phenomenon: a) the
physical expansion of UCs (Fujita and Mori, 1993heitzer and Steinbink, 1997; Por-
tugali, 1999); b) the provision of services andlities in UC's (Wellar, 1982, 1988;
McNiven et al., 2000); c) preconditions for thetausable growth of small and medium-
size towns in UCs (Portnov and Erell, 1998, 20@ittidv et al., 2000), and e) proximity
between cluster members as a factor of developsieiarities (Portnov, 2006). Re-
gional development issues pertinent to urban dlugteand agglomeration have also
been investigated in the literature dealing wipinéad' and 'backwash' effects occurring
around major population centers and affecting theal hinterlands (Henry et al., 1997,
Partridge et al., 2007).1

As development differentials between densely pdpdlanetropolitan areas and
peripheral regions are increasing, overcoming iabtieis in socio-economic develop-
ment has become a key issue for urban and regobenahers worldwide (Mera, 1995;
Puga, 1999; Felsenstein and Portnov, 2005). In mpassely populated peripheral ar-
eas, the inhabitants are denied access to socaliaes, which are available in denser
populated regions. As the population of a communityeases, it crosses the threshold
for higher-level services, and starts offering eicbpportunities for employment, educa-
tion and leisure. In this respect, knowledge aloeteffect ofurban clusteringon the
development of urban areas may have importantypiotiplications. For instance, it may
guide regional development policies aimed at eningnaban growth in priority devel-
opment areas.

Is population growth likely to be faster in urbauosters than in geographically
scattered urban settlements? Does the effect addrudtustering on the population
growth of towns differ between densely populateddapelitan areas and sparsely popu-
lated peripheral regions?

The present paper attempts to answer these questiothe basis of population
growth data on ca. 4,700 localities in 40 Europmamtries. According to our findings,
a town surrounded by neighboring localities is ke grow faster than its isolated

1 For an extensive review of theories and studiestian clustering, see Portnov and Erell
(2001).
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counterparts. This is especially relevant for taeghery, where being a part of a cluster
may make the difference between a growing placestaghating one.

The rest of the paper is organized as follows. &kt with a brief discussion of the
processes whereby UCs are formed and then dissomsreechanisms which would ex-
plain why their growth rates are faster than thafs#ispersed urban settlements. In the
following sections, empirical data on Europe's ardygstem are used to compare popula-
tion growth rates across settlements charactebigeifferent levels of urban clustering.

2. FORMATION OF URBAN CLUSTERS

There are three distinctive (and often interrelppedcesses whereby urban clusters are
formed. First, they may form in response to disecaies of concentration in overgrown
population centers. Second, such clusters may thakeappearance through the simul-
taneous growth and eventual merging of adjacemypban localities and villages. Fi-
nally, urban clusters may be formed through dediteeplanning, such as that which has
led, in several countries, to the establishmeneaf towns around major population cen-
ters (Galantay, 1975). In the following subsectjdhsse ‘cluster-generating' processes
will be discussed in brief.

Urban Spillover

As a city grows, the positive effects of agglomeraare likely to decline (Fujita et al.,
2001; Parr, 2004b). As a result, locations disfiamm the urban centre may become in-
creasingly attractive to new firms, due to highanity rents, while the growing num-
ber of firms in the central city may intensify coetipion (Krugman, 1999; Fuijita et al.,
2001). If the overall population keeps growing, newan localities may emerge in the
expanding urban hinterland, generating new towstels, or enlarging existing ones
(Fujita and Mori, 1997). The establishment of saetv towns around major population
centers is often affected by the institutional feavork and by land conservation poli-
cies. Thus, the 'green belt' policy in the U.Keefively prevents the creation of new
communities around London and other major poputatenters (Cowan and Mac Don-
ald, 1980). Furthermore, public ownership of laagj(, in countries of the former Soviet
Union), or land deficit (Hong Kong, Israel and Soltorea) may render the establish-
ment of new communities around existing populatienters rather unfeasible, causing
developers to opt for more remote hinterland at®aghe other hand, infrastructure in-
vestments, and especially highway rings built acoomajor cities (e.g., in the U.S.A in
the 1960's), may effectively facilitate the creattmd expansion of new urban communi-
ties in the metropolitan fringes, due to improvedess (Friedrichs, 1985).

Simultaneous Growth

New urban clusters may start formingforethe central city is 'overloaded.' In particular,
demographic growth may affect several rural comtmesiocated near large cities, turn-
ing them into urban places. When such a procesgggodusters are formed, until the
municipal authority of the large city is extendedhe new urban places. Historically,
such a process has happened to the villages whiah Witimately become neighbor-
hoods of Paris, London, New York City, etc. Smalhtnunities established around coal
mines and othdoci of mineral deposits may also follow a path of wgitvand merging'.
Starting as small villages or hamlets, such migioigmunities expand into urban clus-
ters (e.g., th&orilsk region of Russia) or 'blend' into uninterruptedasr contiguities
(such as thdRuhrregion in Germany). Recently, tertiary industr(es., banking,
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knowledge-intensive high technology industriesfung, entertainment and services)
have expanded in developed economies, evincingpagpreference for major cities
(Boddy, 2000; Andersson et al., 2006). Cities willch industries may cast a 'develop-
ment shadow' or the so called 'Upas Tree' effectloer urban places and thus limit any
significant inter-regional spillover effect. Suchipas' effect has been noted for Hel-
sinki, Tel Aviv, and Dublin (Roper and Grimes, 200bBhe expansion of the knowledge
economy, coupled with its increased need for 'taekce’ communication (Storper and
Venables, 2004), is also likely to work in the sadiirection, i.e., towards limiting the
expansion of small urban communities in hinterlareas around metropolitan cores.

Establishment of New Towns

New settlement clusters may be formed to facilithéeco-ordination of communal ac-
tivities, such as the operation of a complex itiya system (Fedick, 1997). In pre-
modern societies, clusters of urban and ruralesatthts were often nucleated around a
monastery or a castle, or, at other times, formau tettlements of tribal groups sharing
a common ancestor (Aston 1999). In modern socighedactors leading to the estab-
lishment of new towns include the 'pull’ of expédite resources, and the 'push’ of over-
crowding (Galantay, 1975). Those established ipalse to the latter are often satellite
towns, clustering around older population centgrsetimes built as a government re-
sponse to the failure (real or perceived) of marfketes to 'counteract' the over-
concentration of population and economic activitg few major cities (Fouchier, 1998).

3. CLUSTERING AND URBAN GROWTH

The large distances often separating peripheratsaave likely to cause a shortage of
intra-regional educational and recreational inftatures, as well as limiting job oppor-
tunities available within daily commuting range.r@ersely, being part of a cluster of
towns may widen employment opportunities and eirait but-migration during eco-
nomic downturns (Portnov and Erell, 2001).

Another growth-enhancing advantage of clustering stem from the tendency of
migrants to choose their destinations hierarchjcéifist, between clusters of localities,
and second, between individual localities in agmefd cluster. The reason is that ordi-
nary migrants, unlike those with political, busis@s other connections, often lack in-
side information on possible destinations or eds& the capacity to process it, and thus
tend to treat neighboring localities as clustersmgortunities (Fotheringham, 1991;
Fotheringham et al., 2000).

In the process of location decision-making, firmsl andividual entrepreneurs
may also prefer clusters to isolated settlemenithif\such clusters, they may expect to
find a wider pool of skilled labor and more consusrghan in isolated towns. Every-
where, but especially in sparsely populated aigashich individual urban localities
tend to be small and distant from each other, etasif neighboring towns may offer a
'safety net' for local residents based on joinistructures and employment opportuni-
ties (Portnov and Erell, 2001).

However, once the density of urban settlementisas mbove a given threshold,
the establishment of additional urban communitiag be detrimental to all of them, due
to overcrowding and to increasing diseconomieggfa@meration (Weber, 1909; Krug-
man, 1999; 1995; Fujita et al., 2001).

4. RESEARCH METHOD AND DATA SOURCES
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To test our research hypothesis et spatial clustering of urban localities helps ex
plain their population growthye used data on Europe's settlements. As of 1988pE
hosted close to 16,000 settlements with populatdB000+ residents; ca. 1,600 locali-
ties with more than 50,000 dwellers and nearlyifi@scof more than 500,000 residents
(Geonames, 2007). This analysis only covers urbaalities for which population
growth rates are available (ca. 4,700 municipaljti€he places are spread over 40 coun-
tries and range between 2,000 and 7,000,000 rdsi@see Appendix 1).2

The data on the longitude and latitude of the esgiéints, and on their elevation
above sea level, were obtained from the GeonamibBse, which contains such data
on urban and rural settlements worldwide (Geona¥}). Data on population growth
rates of urban localities of Europe were obtainedhfthe City Population Database
(Brinkhoff, 2007), whereas proximity of individuaiban localities to location landmarks
(the sea shore, and the closest city larger th@r0B0 residents) was calculated in the
ArcGIS™ software, using geographic layers obtained froengao-coverage database
maintained by ESRI (2000).

5. STATISTICAL ANALYSIS

The effect of several factors on thenual population growtlof urban localities was

analyzed by multiple regression analysis (MRA)ngdboth Ordinary Least Squares
(OLS) and Spatial Lag (SL) models. Annual populatiwowth was measured in two
ways: a) as absolute (i.e., unstandardized) rgiemilation growth (per 1,000 residents)
and b) as country-standardized population growt, ie., the difference between the
population growth rate in a locality and that af tountry as a whole. (The latter trans-
formation was required to take into account coudifferences in population growth

rates, which are most notable between the courdfiesrthern and southern Europe).3

The following factors served as explanatory vagabpopulation size of localities
(In); distance to the sea shore (km); distanckealosest major city (km), and the inter-
action term between a place's latitude (decimatese) and its elevation above the sea
level (meters). [In the absence of more specifro&lic data the latter variable served as
proxy for climatic harshness].

To measure thelustering of localitiesthe Index of Clustering (IC), similar to that
proposed by Portnov et al. (2000), was used. Haiex was calculated in two separate
ways. First, in line with the definition suggestethe introductory section (see p. 2), the
Index of Clustering (IC) was calculated as theltptgulation of the localities residing
within a given distance from a given town (aftesacting the town's own population).
In the following discussion, this index will be eefed to as IC1. As an alternative, the
index of clustering (termed hereon 1C2) was caledas the logarithm of the ratio be-

2 Nearly all cities and towns of Europe with a plagion of 20,000+ residents are covered
by the study. Smaller localities are less fullyremgnted, due to incomplete data on popula-
tion growth. This limitation will be further discssd in the concluding section. For most
countries covered in this study, population dagaaailable for 1990/91 and 2000/2001.
However, for some countries, the time span covbyetthe analysis differs slightly. Thus,
population data for Belorussia are only availablelfo89 and 1998, whereas the data on
French urban settlements can be obtained for 1880899, etc. To facilitate comparative
analysis, we annualized population growth rates.

3 The results of regression modelling for countgndardized and unstandardized rates of
population growth were found to be similar. In fblkowing discussion, only models for
absolute population growth rates are reportedhffevity’'s sake.
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tween the aggregate population of all towns and<if) located within commuting
range of urban plaag(including the town's own population), and theauriplace's 're-
motenessiRik, measured as the aerial distance from the townestipn to the closest
major urban centrek):4

|czi=|n[(zn:P,-)/|Rk],

whereP; is population size of towjrlocated within commuting range from locality

i, andn is the number of localities irs ‘commuting field.'5

IC2 thus has high values in central, densely ppdlareas, where distances from
major cities are small and the urban field - dendele it has lower values in peripheral
areas, where towns are more scattered, often $tiognsiderable distances from each
other.

Two clarifications are required. At first sight,2@oks similar to the accessibility
index commonly used in urban and regional studsegifiter alia Tschopp and Ax-
hausen, 2006; Andersson et al., 2008 he difference between the two measures is nev-
ertheless considerable. The Accessibility Indexlemsjzes the access of a subject local-
ity to residents of other towns, that is, it coesgithe locality in question as an opportu-
nity available to residents of other urban platesontrast, the Index of Clustering, used
in this study, emphasizes on thgportunities available to the residents of thejeab
town within their commuting reachurthermore, IC2 adjusts for theographic location
of the town in relation to major population cenfessuming that if a centrally located
town lacks urban places of similar size in its wity, its relative isolation may be com-
pensated by proximity to a major urban centre. Haresuch ‘compensation' is clearly
unavailable to residents of a similar town locatealmore remote peripheral area. Thus,
despite its apparent simplicity, the 1C2 index camb three important dimensions of
urban location, viz. intraregional isolation, reemmss, and commuting range.

Similar values of the IC2 index may exist bmthdensely populated areas distant
from population centers and sparsely populatedsackese to such centers. Although
these two casese notidentical, the index suggests similarities thesalities may ex-
hibit with respect to population growth.

The values of IC1 and IC2 for each locality undedyg (ca. 4,700) were calculated
in the ArcGIS9™ software, using geographic layers of cities sepdrmto the layer of
major cities (500,000+ residents) and those of lemeities and of towns.

Although access time may seem to be the most aecom@asure of inter-urban
proximity, we opted fomerial distanceswhich are commonly used in urban and re-

4 The definition of 'major city' depends on thedtion the city performs, and may thus vary
by country, depending on its land area, populadiaa etc. In the analysis, we decided that
500,000 residents would be our population thresfaidghe 'major city' group. In calculat-
ing the IC2 index, all distances were measured fiteercenters of individual localities. To
avoid division by zero, for all major cities (i.¢ocalities with 500,000+ resident$iR,
value was conditionally set to 1.

5 In calculating the IC index, we set the 75 knmgeafca. one decimal degree (dd)) as com-
muting threshold. It corresponds to the findingpi@vious studies of commuting patterns
on the continent (seagter alia Schwanen, 2002; Karlsson and Olsson, 2006).

6 In its general form, the accessibility of locatiqA;) is given to the following formulad=
In(2Xif(c;j)), whereX; is the number of residents at locatjp@; is the generalized costs of
travel between locatiorisandj, andf is the weighting function for the generalized sasit

travel, e.g.,e_ACij (Tschopp and Axhausen, 2006).
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gional studies (saater aliaHenry et al., 1997; Partridge et al., 2007). Gagision was
motivated by the shortcomings of travel time betwaey two given places, such as con-
siderable variation by season of the year (espggdmatountries with rainy and snowy
winters), and even by time of the day. Concurreiitihe infrastructure and quality of
service are more or less uniform throughout theystrea, aerial distance may be a
fairly accurate measure of inter-urban proximity.

It is also noteworthy that in addition to being ion@ant development indicators in
their own right, each of the aforementioned develept measures (i.e., population size
of localities, clustering etc.) may reflect moree@pment aspects than it directly meas-
ures, as demonstrated in brief by the followinguangnt.

The Index of Clustering (primarily IC1, but also2)Cwe calculated as the total
population of places located in thired commuting range from a given locality, is in
fact, a direct measure pbpulation densityThus, according to Rappaport (2006), popu-
lation density itself is a proxy for other develaggamparameters, including quality of life
and local productivity. Actually, it is an espetyamportant development measure be-
cause individuals are willing to endure severe cliogg and high housing costs so as to
enjoy better commercial services and higher wagdhis sense, varying local popula-
tion density may be perceived as the primary mashawhereby local wages and house
prices adjust to equate utility and profits acrossilities.

The population sizef localities affects their attractiveness andmgtorates, be-
cause, quite often, they have to reach a giveshiotd, to ensure sufficient employment
diversity and adequate services (Alonso, 1971;nerand Erell, 2001).

Seashore proximitgnay also facilitate regional and internationatieraallowing
urban localities to grow in a more sustained wayierprove their overall economic per-
formance (Fujita and Mori, 1997). Seashore proximay be especially important in
countries lacking a developed inland transportatietwork (Gallup et al, 1999).

Large distances to major population centeshich tend to be the major markets
and sources of employment, often imply economidkmeas and limited job opportuni-
ties (Ades and Glaeser, 1995; Fujita and Mori, 19%us, remote localities tend to
grow slowly, being relatively unattractive to migta and investors (Duranton, 1999).

Theharsh climateof some geographic areas places limitations @arunban ex-
changes, as well as on human comfort and accesbdo amenities. Moreover, towns
located on high elevations in northern latitudes,adten hindered in their access to na-
tionalloci of employment and cultural life (Cheshire and Miaig2006).

The inclusion of these variables in the analysis ttmakes the entire variable set
(restricted, due to data availability, to a relaljysmall number of explanatory variables)
fairly parsimonious.

In addition, individual countries were represeritetthe analysis by country dum-
mies, i.e., dichotomous variables taking on theesll if a locality is in a given country
and 0 otherwise. The inclusion of these dummiepshatljust for intra-country differ-
ences, which may not be fully covered by the abglabal-level' variables (for brevity's
sake, regression estimates for countries' dumnnéesraitted in the following discus-
sion).

Analysis Procedure

Normal distribution of the dependent variable israportant prerequisite for valid re-

gression analysis. The analysis of regressionuatsdonfirmed that their distribution

was fairly normal. The linearity of the relationglietween dependent and independent

variables was also verified, and logarithmic transfation was used when required (e.g.,
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for population size, IC1 and IC2), to improve thedal’s fit and generality. We also
checked for multicollinearity and found the resuglégisfactory (Tol.>0.3).

We conducted the analysis in two stages. In tisg five estimated the regression
models using all our explanatory variablag the Index of Clustering. In the second
stage the Index of Clustering (IC) was added ae@tialysis was rerun. Our underlying
assumption was that if the proximity of a locatibyits neighbors does matter, then add-
ing IC to the list of predictors should improve #planatory power of our population
growth models.

The investigation of regression residuals for th&@odels revealed significant
autocollinearity within up to the 80-90 km intemto proximity range (Moran's I> 0.02;
P<0.05; see Fig. 2). This required the use of apaéipendency models. Three types of
such models — conditional autoregression (CAR)ukBneous autoregression (SAR)
and moving averages (MA) — were used in the aral{isi the following discussion only
the best performing SL model of the SAR covaridiaceily is reported). The analysis
was performed in the S+SpatialStatsoftware.

<<< Figure 2 about here >>>

The effect of individual location attributes (e.ghpography, proximity to net-
works, etc.) may depend on how much they standhabeir regional or national con-
texts. In a region or country where a given advgeta disadvantage are commonplace,
they are likely to have lesser effects than whieeg tire uncommon (Polese and Shear-
mur, 2006; Portnov and Schwartz, 2007). To as$essitportance of this relativity of
location attributes, location variables (proxintitythe coast, proximity to major cities,
and climatic harshness) were successively repreg@nthe analysis first by their ‘abso-
lute' and then the by their 'relative’ values. $tineate the latter, 'absolute’ values were
divided by the average values observed in eachtgoand the quotient was used in re-
running the analysis.

We also estimateskparateregression models for settlements in high deictiisy-
ters (1C2(In}»12) and for localities with lower values of clusteyr(IC2(In)<12).7 In line
with our initial hypothesis, we expected that atustg would foster urban growth in pe-
ripheral areas with low levels of clustering, whilaving no effect or even hindering
such growth in more densely populated metropoliggons.

6. RESULTS

The list of variables and the resulting modelsraported in Tables 1 and 2, while the
descriptive statistics of the research variablesgyaren in Appendix 2. In Model 1 the
location of the settlements is represented by ateswhlues of location variables (that is,
distance to the shore, proximity to major citigs,)e The index of clustering (IC) is not
included in this model. Models 2 and 3 preservestdrae 'setting’, while IC1 (Model 2)
and IC2 (Model 3) are added as additional explagatariables (see Table 1).

Models 4-6 (Table 1) are based on relative (i.antty standardized) values of lo-
cation variables and calculated first excludingi®éModel 4) and, second, including it
(Model 5). Model 6 (Table 1) is calculated using stepwise regression procedure and
reports only highly significant explanatory variebl(P<0.01).

7The rationale for setting this particular inteogp break threshold is discussed in the fol-
lowing section.
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Models 7-12 (Table 2) are calculated for settlememt dense clusters
((1C2(In)>12)), and for those with lower values of cluster(i€R2(In)<12), respectively.
In the first model set (Models 7-8; Table 2), tBeis included, while in the second and
third sets, either IC (Models 9-10) or 'distancehe major' city (Models 11-12) are
omitted, to analyze how that affects the modeilarfd generality. Lastly, Model 13 (Ta-
ble 2) is a spatial lag model, estimated by theukBmeous autoregression (SAR)
method.

<<Tables 1-2 about here >>

Comparison of the first two sets of models (Modes1Models 2-3; Table 1) indi-
cates that the inclusion of the Index of Cluste(li@) enhances their explanatory power,
with the effect of IC2 being more significant ththat of IC1 (R-adjusted=0.344 (Model
1) vs. R-adjusted=0.346 (Model 2), and-Bdjusted=0.358 (Model 3). Although thé R
change appears marginal, the F test of regressgduals confirms that the improve-
ment of the regression fit attributed to the indusof IC as an additional explanatory
variable (especially in the case of IC2), is statidly significant (P<0.01). Notably, both
IC1 and IC2 emerge as highly significant (albeé ignificance level of IC1 is much
lower than that of IC2: t=3.967; Model 2 vs. t=1971P<0.001; Model 3).

Characteristically, most location-related varialff@®ximity to the seashore, ma-
jor cities, etc.) turn out to be highly significamben their absolute values (Models 1-3;
Table 1) are replaced by country-standardized (Medels 4-5; Table 1). However, this
change fails to affect the performance of the I1Bicretains its significant positive sign
in the new models as well (t=6.856; P<0.001; Tablerhis result confirms our initial
hypothesis that for an urban place, cluster merhijeisgenerally conducive to growth.

Although multicollinearity levels among explanategriables were monitored and
found to be within tolerable limits (Tol.>0.3), evthis, relatively low, level of collinear-
ity may adversely affect regression estimates.ul® out this possibility, we reran the
analysis using stepwise regression, which makassisible to include only highly sig-
nificant variables and minimize collinearity betwmebem. The results are reported in
Table 1 (Model 6). Importantly, the distance to onajities was filtered out in these
models as statistically insignificant (P>0.10), lstihe index of clustering was retained
and increased its significance level, comparelddggtevious model run (t=7.858 (Model
6) vs. t=6.856 (Model 5; Table 1).

The scatter plot of IC2s.population growth rates of towns, shown in Figairm-
dicates, however, that in line with the initial @asch hypothesis, the relationship be-
tween the two variables ron-linear In particular, if town growth rates appear to in-
crease initially as clustering increases (see &igHowever, upon reaching a certain
threshold (IC2=ca.160,000 (see Fig. 3); IC2(In)¥2a.the trend is reversed, i.e. further
increases in clustering lower population growtesaiThe Chow test of regression re-
siduals, reported in Table 4, confirms that th@etoof regression lines before and after
the IC2(In)=12 break point are significantly dikett (Chow test=8.218; P<0.001; Table
3).8

8 Although several cutoff thresholds for the IC8ar were tested, the results were found to
be inferior to the IC2(In)=12 threshold, eventualsed in the analysis. In particular, alter-
native thresholds showed less difference betwe@rctiefficients in the ‘high' — 'low' den-
sity models. The results of these testsrataeported in the following discussion for brev-
ity's sake.



<<< Figure 3 and Table 3 about here >>>

Running the models separately for settlements éacat dense urban clusters
(Models 7, 9 and 11; Table 2) and those locatéelssidensely populated ones (Models
8, 10 and 12: Table 3) sheds additional light @dlustering phenomenon. Strong dif-
ferences appear in the effects of several variablasely, distance to the closest major
city, latitude, and index of clustering (see TaB)eThus, all else being equal, close
proximity to the major city has a negative effecttbe population growth of individual
towns which are part of dense clusters (b= 0.688;®L; Model 9) and a positive effect
(albeit statistically weak) on the performanceceths whose clusters are scattered (b=-
0. 034; P>0.10: Model 10). This trend change ifaat, not surprising, considering that
most towns located in the former group appear tolése to major population centers
(D(mean)=21.85 km; D(max)=74.80 km; see Appendjagyl are thus likely to experi-
ence the adverse effects of agglomeration, suce@population, high rents, etc.

The effect of 'climatic harshness' appears to lakvi@ cities and towns located in
dense urban clusters (b=0.008; t=0.130; P<0.01,@\iadrable 2) and strongly negative
for towns in less dense clusters (b=-0.069; t68,4<0.01; Model 8; Table 2). This
difference implies the existence of a ‘compensatoeghanism, whereby highly devel-
oped all-weather infrastructures around denselyladed metropolitan centers help re-
duce adverse climatic effects on the daily lifeddfan dwellers (e.g., long periods of low
winter temperatures associated with e.g., highatlens and northernmost latitudes).

Notably, the effect oflusteringon the population growth of individual towns ap-
pears to beegativan dense clusters (IC(In): t=-0.323; t=-5.427; ®40Model 11; Ta-
ble 2) and positive elsewhere (t=0.064; t=5.0010.B%; Model 12; Table 2). This sup-
ports our initial hypothesis that urban clusterituges notalways favor the population
growth of individual towns. That is, in sparselyppitated areas, clustering may contrib-
ute to each town's attractiveness to potential nevecs by offering a 'safety net' based
on joint infrastructures and employment opportesitiHowever, in densely populated
areas, especially around major population cerdeditional communities might be det-
rimental to previously established ones, due tomyaulation and inter-town competi-
tion for potential migrants and businesses.

To quantify the effect of clustering on populatgmowth of towns, we performed a
sensitivity test of the population growth modelpkausible changes in the values of the
IC2variable. The test was based on Models 11-12 (T3ldad its results are reported in
Table 4. As Table 4 shows, in 'high density clusténe annualized rates of population
growth of individual towns appear to draeteris paribusin line with increasing values
of clustering (from 1.614% for IC2=10.800 to 1.09#%IC2=12.409). Concurrently, in
'low density clusters,’ the opposite trend is oles@rviz., population growth rates tend to
increase with increasing values of clustering: flh@95% for IC2=8.038 to 1.387% for
1C2=9.473.

<<< Table 4 about here >>>

In general, the use of spatial lag models (TabMdiel 13)does nosubstantially
change the outcome of the analysis. In partictiiarindex of clustering retains its statis-
tical significance (P<0.001) even after taking ¢ipatial dependency of residuals into
account.

7. CONCLUSIONS

The positive effect of clustering on the populatggowth of individual towns may be
due to several reasons. First, both private investiod migrants may make their location
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decisions hierarchically: initially between towmsters, and then, between individual
towns in a 'preferred’ cluster. Second, a towesibership' in a cluster may widen em-
ployment opportunities for its residents, limitiogt-migration during economic down-
turns.

According to Christaller’'s (1933) Central Place dhe(CPT), development proc-
esses are not necessarily linked to location eali#ies, with the centrality of an urban
place being determined solely by retailing funcsidrcontains. The proposed approach
to understanding of the effect of clustering oramrigrowth leads us to a different con-
clusion. In particular, as our study indicates,dffect of clustering on urban growth is
not uniform: It appears to be positive in low density clustersg negative in densely
populated onesThis conclusion is in line with the findings ofwdry-specific studies
(Portnov and Erell, 1998, 2001; Portnov et al.,®0Which indicated that increased
clusteringdoes notlways foster urban growth: The performance of ®appears to
improve initially with increased clustering and th#ecline as the density of the urban
field increases further. In our analysis, this treras indicated by is switching of the IC2
coefficient from positive to negative with an inase in IC2. The explanation may be
straightforward: initial clustering in a region emttes urban growth, but further cluster-
ing may lead to over-concentration, thus limitimg tgrowth potential of individual
towns.

The relationship between urban clustering and dipeikation growth of individual
towns resemble Weber’'s (1909) agglomeration functacording to which, after a
critical point is reached, and diseconomies of eotr@tion (congestion costs, and the
bidding-up of land and labor prices etc.) come piy, generating centrifugal forces,
which stir economic development and migration afiaym established population cen-
ters towards less densely populated areas (Fatjah 2001). However, the difference
between the 'agglomeration-based' approach, acambgtthe 'new economic geogra-
phy," and the ‘cluster-based' approach remaindasuiizd.

Although an agglomeration may spread a long wawfits core, the 'rip' between
its geographic domain and areas beyond it is yscadlp: a town may either be inside or
outside an agglomeration (Cheshire and Hay, 1988skon and Olsson, 2006). In con-
trast, according to the cluster-based approachiwecateurban clusters have 'variable'
boundaries, with each urban settlement being péitso'own' cluster of populated
places, located within its commuting rangEhe cluster may be restricted to the town
itself, if the area is sparsely populated and thezeno other localities within commuting
range, or it may include additional places, if lazdban settlement is more mature.

The Index of Clustering, we used in this study gasure the effect of clustering
on urban growth, may look similar, at least attfgiance, to the Accessibility (Market
Potential) Index, commonly used in urban and regjistudies (semter alia Tschopp
and Axhausen, 2006; Andersson et al., 2006). Howyéwve difference between the two
measures is nevertheless substantial. While thegsdaility Index emphasizes the ac-
cess of a subject locality to residents of othemt® (that is, it considers the locality in
guestion as an opportunity available to residehtstlrer urban places), the Index of
Clustering, puts an emphasis ondp@ortunities available to the residents of thgacib
town within their commuting reach.

Furthermore, the Index of Clustering adjusts fa ¢feographic location of the
town in relation to major population centers, assgnthat even if a centrally located
town lacks urban places of similar size in its wity, its relative isolation may be com-
pensated by proximity to a major urban center. Tdaspite its apparent simplicity, the
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IC index combines three important dimensions o&atocation, viz. intraregional isola-
tion, remoteness, and commuting range.

Although further studies of time-related changed@s are needed to confirm the
generality of the observed trends, and additiamditators of urban development (e.g.,
export-based employment, ratio of manufacturing legmpent to total employment,
housing prices, etc.) may be well worth considenmfgiture studies, our initial findings
suggest that focusing development resources oatedlarban clusters, particularly in
under-populated peripheral areas, may be usetukipromotion of urban growth.

Finally, we need to acknowledge that geographiatioa, in general, and urban
clustering, in particular, amtthe sole factors of urban growth. Other factoushsas
population makeup, availability of local naturadoerces, agricultural hinterland, physi-
cal infrastructures, development policies, and m&wonomic situation in the country as
a whole, may affect the long-term performance divirdual towns. However, urban
clustering does appear to affect urban developnantemonstrated by the present
analysis.
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TABLE 1. Factors Affecting the Annual Rates of Populat@gnowth of Urban Localities in Europe (Model — MR&ountry-normalized Loca-

tion Variables)

Variable Model 1 Model 2 Model 3 Model 4 Tol. Model 5 Tol? Model 6 Tol?
(Constant) 5.285 4.549 4.389 6.080 5.069 4.528
(12.402") (9.802*%) (10.196**) (13.520**) (10.759*¥) (12.38)
Population size (In) -0.103 -0.099 -0.147 -0.114 0.794 -0.145 0.738 -0.141 a.24
(-6.301") (-6.085**) (-8.765**) (-6.983**) (-8.593**) (-8.09**)
Distance to sea shore 0.005 6.94E-05 1.55E-04 0.054 0.715 0.042 0.709 - 1.405
(0.448) (0.446) (1.006) (2.620*¥) (2.022*%) -
Distance to major city -0.245 1.68E-04 0.002 -0.092 0.975 0.110 0.323 - -
(-1.015) (0.930) (6.752) (-4.432%) (3.045*+) -
Climatic harshness -0.004 -0.004 -0.004 -0.077 0.952 -0.067 0.698 -0.049 9.02
(-1.928) (-1.740) (-1.777) (-4.096**) (-3.605**) (-3.055%*
Latitude -0.066 -0.063 -0.067 -3.525 0.701 -3.371 0.947 -3.338 1.01
(-9.917) (-9.304**) (-10.151*%)  (-10.836*¥) (-10.388*¥) (20.456**)
Index of clustering (In) - 0.040 0.132 - 0.106 0.198 0.067 1.543
- (3.967*%) (10.197*%) - (6.856**) (7.858**)
Country dummies (39)
No of cases 4667 4667 4667 4667 4667 4667
R? 0.350 0.352 0.364 0.355 0.362 0.356
Adjusted R 0.344 0.346 0.358 0.349 0.355 0.352
Std. Error of the Estimate 1001 0.999 0.990 0.997 0.992 0.995

@ Tolerance (collinearity diagnostic); *0.05 signiince level; ** 0.01 significance leveistatistics are in parentheses.

Model 1: Unstandardized rates of population growtm-standardized location variables;
Model 2: Unstandardized rates of population growtin-standardized location variables (Index of @risg (IC1) added);
Model 3: Unstandardized rates of population growtn-standardized location variables (Index of @tisg (IC2) added);
Model 4: Unstandardized rates of population growtuntry-normalized location variables;
Model 5: Unstandardized rates of population growthuntry-normalized location variables (Index d¢fi€ering (IC) added);
Model 6: Unstandardized rates of population growthuntry-normalized location variables (model pgtise regression).
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TABLE 2: Factors Affecting the Annual Rates of Populat@mowth Across Localities with High (IC2(lr)2) and Low (IC2(In)<12) Values of Clustering
(Models 7-12) and Spatial Lag Regression (ModelsAll3Sample; Dependent Variable - Absolute RateRapulation Growth)

Variable Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 Model 13
(Constant) 7.670 4,811 4771 6.262 7.752 5.603 5.385
(4.499*) (9.077*) (3.004**) (13.098**) (4.777*%) (11.413*) (10.173*)
Population size (In) -0.127 -0.103 -0.248 -0.093 .126 -0.098 -0.146
(-2.855**) (-5.274**) (-7.068**) (-4.726**) (-2.86**) (-5.012**) (-9.128**)
Distance to sea shore 0.042 0.028 0.018 0.035 0.043 0.029 0.028
(0.755) (1.188) (0.315) (1.502) (0.770) (1.266) (1.192)
Distance to major city 0.040 0.152 0.664 -0.034 - - 0.128
(0.158) (3.916**) (3.182**) (-1.390) - - (3.059**)
Climatic harshness 0.008 -0.069 0.045 -0.075 0.007 -0.071 -0.086
(0.130) (-3.467*%) (0.745) (-3.726**) (0.112) (-345**) (-4.497*%)
Latitude -1.332 -3.612 -1.160 -3.888 -1.339 -3.764 -3.573
(-1.137) (-10.450**) (-0.980) (-11.287**) (-1.145) (-10.939**) (-9.573**)
Index of Clustering (In) -0.316 0.125 - - -0.323 0.064 0.091
(-4.370**) (6.204**) - - (-5.427*%) (5.001**) (5.662**)
Country dummies
No of cases 840 3837 840 3837 840 3837 4667
R? 0.319 0.386 0.303 0.380 0.319 0.383
Adjusted R 0.289 0.379 0.273 0.373 0.290 0.376
rho - - - - - - 0.032
Log-likelihood - - - - - - -19500
SEE 0.879 1.003 0.889 1.008 0.879 1.005 0.967
F 10.749** 52.817** 10.273** 52.622** 11.078** 53.467**

* Indicates a 0.05 significance level; ** Indicat@®.01 significance levetkstatistics are in parenthes@standard error of the estimate.

Model 7: 'High density clusters' (IC2((1)2);Unstandardized rates of population growth; ¢gunormalized location variables;

Model 8: 'Low density clusters' (IC2(In)<12); Uastlardized rates of population growth; country-redired location variables.

Model 9: 'High density clusters' (IC2(1)2); Unstandardized rates of population growthjntgunormalized location variables (IC2 excluded);
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Model 10: 'Low density clusters' (IC2(In)<12); Wasdardized rates of population growth; countryamalized location variables (IC2 excluded).

Model 11:'High density clusters' (IC2(#1)2); Unstandardized rates of population growth;ntgunormalized location variables (Distance to onajity excluded);
Model 12: 'Low density clusters' (IC2(In)<12); Wasdardized rates of population growth; countryrmalized location variables (Distance to major exgluded).
Model 13: All sample of localities (Method - Sirtatheous autoregression (SAR)).
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TABLE 3: Chow's Test of Similarity of Regression Coeffiti (Model
— Two-variable Regression; Dependent Variable —uatined Popula-
tion Growth Rates; Predictor — Index of Cluster{igR))

Set No of Bo t B t Chow
cases test
All clusters 4667 0.631 33.795** -6.36E-008 -1.914* 8.218**

'High density cluster§' 840 0.827 21.615* -1.37E-007  -4.397**
‘Low density cluster§ 3837 0.573 21.370**  6.23E-007 0.930

** Indicates a .01 significance level; * indicates05 significance level;
& see footnote to Table 2 (Models 7-8)
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TABLE 4: Sensitivity Test of the Population Growth ModelPlausible Changes in the

Values of IR and IC2

'High density clusters'

'‘Low density clusters'

IRk (km)*> IC2  Growth rate, % % change IRy (km)y* 1C2  Growth rate, % % change

20 12.409 1.094 100 9.473 1.387

30 12.004 1.225 11.970 140 9.136 1.365 -1.553
40 11.716 1.318 7.585 180 8.885 1.349 -1.178
50 11.493 1.390 5.469 220 8.684 1.337 -0.952
60 11.310 1.449 4.237 260 8.517 1.326 -0.800
70 11.156 1.499 3.436 300 8.374 1.317 -0.691
80 11.023 1.542 2.878 340 8.249 1.309 -0.608
90 10.905 1.580 2.467 380 8.138 1.302 -0.544
100 10.800 1.614 2.154 420 8.038 1.295 -0.492

Cumulative percent: 40.196 Cumulative percent: .8%%

Note:Based on Models 11-12 (Table 2). The values ofttod variables are set to their mean levels indataset,
viz.: Population size (In) =10.8 ('High densitystiers'); Population size (In) =10.37 ('Low densitsters'); Cluster
size= 4,900,000 residents ("High density clusteté)ster size= 1,300,000 residents ('Low denditgters"); Dis-
tance to sea shore = 1 (country normalized); Clortershness = 1 (country normalized); Latitude(eduntry

normalized).

#Index of Remoteness (distance from the centenvaifit to the center of the closest major ckywith 500,000+

residents).
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Number of localities under study, their populat&res and average annualized rates of population

APPENDIX 1

growth
Country No of Population of localities, residents ~ Annual mean
localities rate of popu-
Mean Minimum Maximum lation growth
(%)

Albania 15 70,657 14,848 374,801 1.78
Austria 79 44,890 5,851 1,569,316 0.45
Belgium 113 51,859 19,696 1,019,022 0.31
Bosnia and Herzegovina 23 73,936 3,613 696,731 0.96
Bulgaria 38 100,439 19,958 1,152,556 -0.42
Byelorussia 27 168,647 19,135 1,742,124 0.66
Croatia 27 66,979 4,725 698,966 0.41
Cyprus 10 70,795 7,835 200,452 2.81
Czech Republic 67 69,523 1,776 1,165,581 -0.31
Denmark 103 30,764 4,909 1,089,957 0.56
Estonia 24 35,604 3,763 394,024 -0.37
Finland 45 52,141 5,580 558,457 2.25
France 377 57,208 1,087 2,138,551 0.24
Germany 896 50,881 1,007 3,383,782 0.58
Greece 56 71,704 1,131 729,137 1.14
Hungary 61 72,694 18,580 1,708,087 -0.08
Iceland 18 12,513 1,059 113,906 0.91
Irish Republic 22 79,442 9,164 1,024,027 1.38
Italy 426 64,857 1,268 2,563,241 0.34
Latvia 32 42,893 2,264 742,572 0.05
Lithuania 39 53,382 9,867 542,366 -0.37
Luxembourg 19 6,825 1,508 76,684 1.14
Macedonia 27 37,952 16,267 474,889 3.61
Malta 17 10,297 5,053 21,676 0.92
Moldova 35 37,064 3,829 635,994 -0.18
Netherlands 160 59,884 17,144 741,636 0.72
Norway 37 55,702 9,561 811,688 0.85
Poland 189 86,652 18,677 1,651,676 0.61
Portugal 76 41,785 4,066 517,802 1.07
Romania 104 85,502 1,841 1,877,155 0.88
Russi& 270 112,613 1,473 4,039,745 0.52
Serbia 15 95,833 1,379 1,273,651 1.38
Slovakia 33 57,295 21,343 423,737 0.11
Slovenia 35 20,711 1,064 255,115 0.31
Spain 251 86,308 19,172 3,117,977 1.75
Sweden 95 50,429 10,168 1,253,309 0.25
Switzerland 115 23,603 1,277 341,730 0.44
Turkey 135 178,389 14,137 3,517,182 3.26
Ukraine 130 106,478 2,467 2,514,227 -0.64
United Kingdom 426 83,007 1,136 7,421,209 0.36

Total: 4,667

@only urban settlements located in the westernimpatof the country are covered by the analysis
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APPENDIX 2
Descriptive statistics of the research variables

Variable All localities 'High density clusters' Wadensity clusters'

Min. Max. Mean S.D. Min. Max. Mean S.D. Min. Max. Mean S.D.
Population growth rate (un- -4.56 13.40 0.62 1.24 -3.80 8.73 0.75 1.07 -456 .43 0.59 1.27
standardized)
Population growth rate -4.02 13.14 0.51 1.17 -3.78 8.60 0.60 1.08 -4.02 .143 0.49 1.20
(country-standardized)
Population size (In) 6.91 15.82 10.46 1.00 7.35 825. 10.80 1.09 6.91 13.10 10.37 0.96

Distance to sea shore (km) 0.00 1285.04 133.47 47¥53. 0.03 1217.96 100.49 100.94 0.00 1285.04 142.2163.51
Distance to major city (km) 0.00 1517.55 114.37 128.77 0.00 74.80 21.85 16.74 .52 6 151755 138.90 134.29

Climatic harshness -0.29 76.35 8.19 9.07 -0.26 #0.8 5.74 6.65 -0.29 76.35 8.84 9.50
Latitude (dd) 27.92 69.97 48.84 5.90 36.72 60.18 .948 4.45 27.92 69.97 48.81 6.23
Distance to sea shore* 0.00 7.20 1.00 0.83 0.00 744 1.08 0.86 0.00 7.20 0.98 0.82
Distance to major city* 0.00 11.33 1.00 0.71 0.00 .17 0.30 0.26 0.03 11.33 1.19 0.67
Climatic harshness* 0.71 1.28 1.00 0.05 0.83 1.11 011 0.03 0.71 1.28 1.00 0.05
Latitude* -0.46 13.33 0.99 0.93 -0.46 7.55 0.83 60.7 -0.37 13.33 1.04 0.96

IC1 (In) 0.00 16.37 13.98 2.06 0.00 16.37 1543 21.1 0.00 16.03 13.59 2.08

IC2 (In) 0.35 16.37 9.92 2.12 11.78 16.37 12.79 00.8 0.35 11.78 9.16 1.66

Number of cases 4667 978 3689

* Country-normalized values
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FIGURE 1: Basic Concepts Pertinent to Geographic Concentatid Urban Set-
tlements.

A — Agglomeration; B — Conurbation; C- Metropolitarea; D — Urban clusters
A — major city; b — local town; ¢ — road networkse@gglomeration/conurbation bound-
ary; e - functional dependency; f — urban clusters
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FIGURE 2: Spatial Autocorrelation of Population Growth Rate®ran's| In-
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FIGURE 3: Index of Clustering (IC2) vs. Population GrowthTafwns
(Trend line is estimated by the Loess fit meth@@% pointEpanechnikokernel)
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